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Week 8

Linear Discrimination
Multilayer Perceptrons

Machine Learning - CMPE462
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Exercise (histogram, k-nn, etc.)



CMPE462 – Week 8-9

Projects

• By April 9
• Email to instructor

• Team members and 
• Description of the project

• Penalty: -5% x late-day 
• If not provided by deadline. 
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Likelihood- vs. Discriminant-based 
Classification

• Likelihood-based: Assume a model for p(x|Ci), use Bayes’ rule 
to calculate P(Ci|x) 

gi(x) = log P(Ci|x)
• Discriminant-based: Assume a model for gi(x|Φi); no density 

estimation
• Estimating the boundaries is enough; no need to accurately 

estimate the densities inside the boundaries
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Linear Discriminant

• Linear discriminant:

• Advantages:
• Simple: O(d) space/computation 
• Knowledge extraction: Weighted sum of attributes; 

positive/negative weights, magnitudes (credit scoring)
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Generalized Linear Model

• Higher-order (product) terms:

Map from x to z using nonlinear basis functions and use a 
linear discriminant in z-space
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Two Classes
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Multiple Classes

Classes are
linearly separable
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Pairwise Separation
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Sigmoid (Logistic) Function
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Gradient-Descent

• E(w|X) is error with parameters w on sample X
w*=arg minw E(w | X)

• Gradient

• Gradient-descent: 
Starts from random w and updates w iteratively in the 

negative direction of gradient 
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Gradient-Descent

wt wt+1

η

E (wt)

E (wt+1)



CMPE462 – Week 8-9

Brain

• Large number of neurons: 1010
• Large connectitivity: 105
• Parallel processing
• Distributed computation/memory
• Robust to noise, failures
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Biological inspiration

• The spikes travelling along the axon of the pre-synaptic neuron 
trigger the release of neurotransmitter substances at the synapse.

• The neurotransmitters cause excitation or inhibition in the dendrite 
of the post-synaptic neuron. 

• The integration of the excitatory and inhibitory signals may 
produce spikes in the post-synaptic neuron. 

• The contribution of the signals depends on the strength of the 
synaptic connection.
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Artificial neurons

The McCullogh-Pitts model
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History
• 1943: McCulloch–Pitts “neuron”

• Started the field
• 1962: Rosenblatt’s perceptron

• Learned its own weight values; convergence proof
• 1969: Minsky & Papert book on perceptrons

• Proved limitations of single-layer perceptron networks
• 1982: Hopfield and convergence in symmetric networks

• Introduced energy-function concept
• 1986: Backpropagation of errors

• Method for training multilayer networks
• Present: Probabilistic interpretations, Bayesian and spiking networks, 
• Deep-Networks
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Linear Classifiers (Perceptrons)

• Linear Classifiers
• a linear classifier is a mapping which partitions feature space 

using
• a linear function (a straight line, or a hyperplane)
• separates the two classes using a straight line in feature space
• in 2 dimensions the decision boundary is a straight line
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Perceptron Classifier (2 features)

• If features change, it will find non-linear boundaries.
• What features can produce the following decision rule?



CMPE462 – Week 8-9

Features and perceptrons
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Threshold Unit
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Sigmoid Unit
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What a perceptron does

• Regression: y=wx+w0
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K outputs

• Regression

• Classification
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Training

• Online (instances seen one by one) vs batch (whole sample) 
learning:

• No need to store the whole sample
• Problem may change in time
• Wear and degradation in system components 

• Stochastic gradient-descent: Update after a single pattern
• Generic update rule (LMS rule):
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Training a Perceptron

• Regression (linear output)

• Classification with single sigmoid output
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Convergence

• The algorithm converges to the correct classification
• if the training data is linearly separable, and
• learning rate is sufficiently small
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Learning Boolean AND
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Learning Boolean XOR

(Minsky and Papert, 1969)

No w0, w1, w2 
satisfy:
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Multilayer perceptrons
x1 XOR x2 = (x1 AND ~x2) OR (~x1 AND x2)
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Multilayer Perceptrons

(Rumelhart et al., 1986)
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Training multilayer perceptron
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Training multilayer perceptron
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Regression with Multiple Outputs
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34

Algorithm for backpropagation
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Sample training data, yt = sin(6x)+N(0,0.1)
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Sample training data, yt = sin(6x)+N(0,0.1)
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Two-Class Discrimination

• One sigmoid output
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Parametric Discrimination Revisited
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Logistic Discrimination / Logistic Regression
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Improving Convergence: Momentum

● Successive Δw  values may be so different that large oscillations 
may occur and slow convergence

● Take a running average by incorporating the previous update 

                    t is time index (epoch number or iteration number

● get an effect of averaging and smooth the trajectory during 
convergence.
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Improving Convergence: Adaptive Learning Rate

● adaptive for faster convergence, where it is kept large when 
learning takes place and is decreased when learning slows down

● Increase learning rate by a constant amount if the error on the 
training set decreases and decrease it geometrically if it 
increases
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Practice

Scale inputs and outputs
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Topologies of Neural Networks
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Hopfield Networks

• Act as “autoassociative” memories to store patterns
• Network converges to local minima which store different patterns. 

completely
connected
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Time-delay Neural Networks
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Recurrent Networks


