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Decision Trees

Machine Learning - CMPE462



Previously on CMPE462

• Linear discriminants

• Logistic discrimination

• Gradient descent 

• Perceptrons

Threshold 
unit
Sigmoid unit



Previously on CMPE462

• Multilayer perceptron



Quiz

• Build a perceptron that calculates NOT of its one input.



Previously on CMPE462: A paranthesis

• Multilayer perceptron

• Logistic discrimination



Logistic Discrimination
Logistic Regression: Target is categorical

• Do not model class-conditional densities, but their ratio
• Two classes: Assume log likelihood ratio is linear



Logistic Discrimination
Logistic Regression: Target is categorical

• Do not model class-conditional densities, but their ratio
• Two classes: Assume log likelihood ratio is linear



Training: Two Classes



Training: Gradient-Descent



Previously on CMPE462: A paranthesis

• Multilayer perceptron

• Logistic discrimination



Topologies of Neural Networks



Hopfield Networks

• Act as “autoassociative” memories to store patterns
• Network converges to local minima which store different patterns. 

completely
connected



Time-delay Neural Networks



Recurrent Networks



Decision Trees



Tree Uses Nodes, and Leaves

fm(x)fn(x)

Localized regions in input 
space

Both for classication and regression

Internal decision nodes



Properties

• Structure not fixed
• Fast localization
• Interpretability

• IF-THEN rules

• Many correct trees
• Which one to choose?
• Learning is greedy

• find the best split recursively



Training: Two Classes



Likelihood, Bernoulli

• Assume each xi is a different variable 
from Bernoulli distribution with same 
p

• Joint probability distribution

• Same variable, y times out of n
• Binomial distribution

• For finding parameters, maximum 
likelihood

• Coefficient drops

• For making inference, take ratio
• Coefficient drops



Classification Trees – Impurity (ID3, CART, C4.5)

• For node m, Nm instances reach m, Ni
m 

belong to Ci

• Node m is pure if all instances same class
• Node m is pure if pi

m is 0 or 1
• Measure of impurity is entropy

• = uncertainty
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Example

04/14/19 Maria Simi



First step: which attribute to test at the 
root?

• Which attribute should be tested at the root?
• Gain(S, Outlook) = 0.246
• Gain(S, Humidity) = 0.151
• Gain(S, Wind) = 0.084
• Gain(S, Temperature) = 0.029
• Outlook provides the best prediction for the target
• Lets grow the tree:
• add to the tree a successor for each possible value of Outlook
• partition the training samples according to the value of Outlook

04/14/19 Maria Simi



After first step

04/14/19 Maria Simi



Second step

• Working on Outlook=Sunny node:
Gain(SSunny, Humidity) = 0.970 − 3/5 × 0.0 − 2/5 × 0.0 = 0.970 
Gain(SSunny, Wind) = 0.970 − 2/5 × 1.0 − 3.5 × 0.918 = 0 .019
Gain(SSunny, Temp.) = 0.970 − 2/5 × 0.0 − 2/5 × 1.0 − 1/5 × 0.0 = 0.570

• Humidity provides the best prediction for the target
• Lets grow the tree:

• add to the tree a successor for each possible value of Humidity
• partition the training samples according to the value of Humidity
 

04/14/19 Maria Simi



Second and third steps

04/14/19 Maria Simi

{D1, D2, D8}
        No

{D9, D11}
        Yes

{D4, D5, D10}
        Yes

{D6, D14}
        No



Impurity metrics

• Impurity

• Entropy

• Gini-index

• Misclassication error



Best Split
• If node m is pure, generate a leaf and stop, otherwise split and 

continue recursively
• Impurity after split: Nmj of Nm take branch j. Ni

mj belong to Ci

• Find the variable and split that min impurity (among all 
variables -- and split positions for numeric variables)
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Classification tree construction

Pure (X)
• When to stop the construction?



Regression Trees
• For each instance, define

• Use mean to compute output

• Error at node m:

f1(x)
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.

. . .

. . .

fm(x)

bm(x)

g1(x)=1

gm(x)



Regression Trees
• Constructed in a similar way
• Goodness of split: mean square error

• If at a node, the error is acceptable, create a leaf node
f1(x)

. . .
. . . . . . . . 
.
. . .

fm(x)

bm(x)

gm(x)
gm(x)



Regression Trees
• Constructed in a similar way
• Goodness of split: mean square error

• If error is not acceptable, split m further such that sum of errors  
is minimum

. . .
. . . . . . . . 
.
. . .

f1m(x)

bm(x)

E1
m1 E1

m2 E1
m3

. . .
. . . . . . . . 
.
. . .

f2m(x)

bm(x)

E2
m1 E2

m2 E2
m3

bm1(x) bm2(x) bm3(x)



Model Selection in Trees:

What can you do instead of 
mean?



Pruning Trees

• Remove subtrees for better 
generalization (decrease variance)

• Prepruning: Early stopping
• If Nm< 5% 

• Postpruning: 
• Grow the whole tree (pure 

leaves)
• Overfitting subtrees – pruning 

set
• Each subtree replaced by a 

leaf node
• Prepruning is faster, 
• Postpruning is more accurate (requires 

a separate pruning set)



Rule Extraction from Trees

C4.5Rules 
(Quinlan, 1993)

Feature extraction – 
interpretability



Learning Rules

• Rule induction is similar to tree induction but 
• tree induction is breadth-first, 
• rule induction is depth-first; one rule at a time
• Rule set contains rules; rules are conjunctions of terms
• Rule covers an example if all terms of the rule evaluate to true 

for the example
• Sequential covering: Generate rules one at a time until all 

positive examples are covered
• IREP (Fürnkrantz and Widmer, 1994), Ripper (Cohen, 1995)







Multivariate Trees


