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Readings

Bermudez, Chapter 1, 1.3: Linguistics and
the formal analysis of language

An Introduction to Language, Chapters 1-2

Introduction to Psychology, Chapter 2,
Asymmetries in the brain



Overview

What is language?

Linguistic knowledge
a2 Syntax, semantics, (and pragmatics)
o Generative linguistics

Brain and language
a2 Language disorders
o Lateralization

The great past tense debate



What 1s language? - Symbol System

= A symbol system

"Koko-Love"

"Gorilla" “Good"

= ...that allows the construction of infinitely
large number of expressions.

o not any infinite!




Language learning in nonhuman animals

Two hypotheses concerning differences between human and
non-human communication

1 Human Language must be fundamentally different from any
other form of nonhuman animal communication

specialized brain circuits that produce a unique form of
cognition because of unique genes

J Human Language is analogous to animal communication

it is just that humans are smarter than the rest of the
animals

so one difference is “intelligence”
Another is experience with language

other animals may be able to learn some amount of
language with sufficient experience



What is “language”™?

« Language is made up of several interacting components

— Phonetics/Phonology (Sound Pattern)

— Morphology (combination of sounds)

— Syntax (Structure of Sentences)

— Semantics (word meaning)

— Pragmatics (Figuring out when to say what and to whom...)
« Language can be divided into production and comprehension

— Special speech production system

— Special auditory perception system



What 1s language - 27

“When we study human
language, we are
approaching what some
might call the “human
essence,” the distinctive
qualities of mind that are, so

far as we know, unique to Syntactic
man.” Structures

Noam Chomsky

Noam Chomsky,
Language and Mind

de gruyter

mouton




What 1s language?

= Throughout the
history, all efforts to
teach speech to
animals have failed

=« Chimpanzees can
learn some ASL

University:
2 Chimps are able to

form novel and
meaningful chains




FEarly attempts at L.anguage Training

Hillix & Rumbaugh (2004) "Animal bodies, human
minds: ape, dolphin, and parrot language skills"

J covers the history of language training in detail
Viki: Chimpanzee trained by the Hayes in 1950’s “
“ ” ANIMAL BODIES,
J  Only learned to “speak™ a few words HUMAN MINDS
1 Other primates can not make speech sounds
Washoe: Chimpanzee
Trained by Gardners from 1967-1970

Continued by Roger Fouts and Deborah Fouts
from 1970-2007

raised in an environment as close as possible to
that of a human child

Taught to use sign language

approximately 350 signs, simple combinations (if .
at a”) W. AL HILLIX AND DUANE RUMBAUGH

Difficult for other primates to make hand signs

o0 O OO0




FHarly attempts at LLanguage Training

Koko: Gorilla trained by Patterson from 1970's until present

) Patterson claims comprehension of 100's of signs and novel
production for naming objects

There is much skepticism about these claims
Nim Chimpsky: Chimpanzee trained by Terrace in 1970’s
] raised by a family in a home environment
- could use approximately 100 signs
] learned to repeat his trainers' signs in appropriate contexts
) as a means of obtaining an outcome
J No evidence of syntax

Lana: Chimpanzee trained by Duane Rumbaugh with lexigram
system invented by von Glasersfeld

1 Used the lexigrams in grammatically sequence and make novel
utterances

Kanzi: Bonobo with Sue Savage-Raumbaugh observed lexigram
use by his mother Matata

] Started using the lexigram board spontaneously



Viki

Catherine Hayes (1951), The Ape in Our House. New York: Harper.
one of the first experiments in ape language
was raised as a human infant
speech therapy: manipulating her lower jaw
mama papa up cup
m were not capable of using human language




Washoe: Chimpanzee

Trained by Gardners from 1967-1970

Continued by Roger Fouts and Deborah
Fouts from 1970-2007

raised in an environment as close as
possible to that of a human child

Taught to use American Sign Language
Also picked up the gestures

approximately 350 signs, simple
combinations (if at all)

novel?

Difficult for other primates to make hand
signs



Koko gorilla, 1971

m Patterson simultaneously ST L
1»\%‘
exposed Koko to spoken e o ‘ W
English from an early age.

m Koko understands
approximately 2,000 words of
spoken English, and 1000

= no use of syntax or grammar

m age 18, passed the mirror test



http://www.youtube.com/watch?v=SNuZ4OE6vCk

Nim Chimpsky: Chimpanzee trained by Terrace
in 1970’s

= raised by a family in a home environment
= could use approximately 100 signs

= learned to repeat his trainers' signs in appropriate
contexts

2 as a means of obtaining an outcome
= No evidence of syntax

)
\$

/)

220 x 258 - en.wikipedia.org



LANA project
Lana: Chimpanzee, 1970

Trained by Duane Rumbaugh with lexigram system
iInvented by von Glasersfeld

Used the lexigrams in grammatically sequence and
make novel utterances
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SHERMAN 73 EGG 81 DIG 89 KANZI 97

@ \ %
CHOW 74 STICK 82 | SOUR CREAM 90 RAIN 98
ANAA
C '
TV 75 ROCK 83 SUE'S GATE 91 CARROT 99 t

Examples of lexigrams used at the Language Research Center of Georgia State University. Courtesy of
Duane Rumbaugh, Language Research Center, Georgia State University.

The Principles of Learning and Behavior, 7e by Michael Domjan
Copyright © 2015 Wadsworth Publishing, a division of Cengage Learning. All rights reserved.
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http://www.youtube.com/watch?v=wRM7vTrIIis

Comprehension versus Production

Most research studies the production of language
o  How many symbols or signs are used and in what combination?

Comprehension precedes production in human language development.

Work with Kanzi using test sentences with instructions to manipulate
familiar objects.
"Take the umbrella outdoors”
o “Take the potato to the bedroom.”
o ‘Make the doggie bite the snake”
“feed you ball some tomato”

Some Youtube videos about Apes:
d
d
(I
(I

Other examples of non-human animal comprehension of human
language
o Dogs:


http://www.youtube.com/watch?v=2Dhc2zePJFE&feature=relmfu
http://www.youtube.com/watch?v=dBUHWoFnuB4&feature=related
http://www.youtube.com/watch?v=1zsSH9UUQtQ
http://www.youtube.com/watch?v=BrobMiMK_nY
http://www.youtube.com/watch?v=_6479QAJuz8

Do the apes have a Theory of Mind

«Chimpanzees understand others in terms of a
perception—goal psychology, as opposed to a full-fledged,

human-like belief—desire psychology» Call & Tomasello,
2008

Table 1. Studies on chimpanzees’ and human infants’ understanding of goals and intentions

Studies References
Chimpanzees Infants

Getting/finding food

1. Leave earlier and beg more intensely from an E who is unwilling as opposed to unable to deliver food [31] [32]

(behavior similar in the two cases)

2. Select the box acted on intentionally versus accidentally (behavior similar in the two cases) [33] [33]

3. Leave earlier when E is playing with as opposed to trying to open a box with food (behavior identical in the 2

two cases)

Reacting to a partner’s actions

4. Give the object that the E is trying to reach [34,35] [34]

5. Take the food that a competitor is trying to reach [36]

6. Anticipate where E is going based on potential goals available .

7. When food is stolen retaliate against thief, not against innocent receiver of stolen food [37]

Imitation

8. Produce target action based on observing a failed attempt [38,39] [40]

9. Copy intentional actions more often than accidental actions [38] [41]

10. Selectively copy freely chosen acts but not those forced by circumstances [28] (29]

#(D. Buttelmann et al., personal communication).
Gaps in the table indicate no information available.



What 1s language?

Savage-Rumbaugh believes that
o Language ability of chimps is underestimated

2 Chimps can understand speech (but can’t
produce)

2 Language comprehension comes before speech
by several million years

o Intention to communicate is important
Pinker says “they just don't get it...”



Early Theories

One of the earliest scientific explanations of
language acquisition was provided by
Skinner (1957). As one of the pioneers of
behaviorism, he accounted for language
development by means of environmental
influence.






Evidence of "Grammar" in Great

Apes

Learning a vocabulary

a

a

Associate arbitrary symbols with objects by using lexigram symbols to
label and categorize objects

Is this the same as naming objects?

Evidence of Grammar, two-word sequence production

a

“‘water bird” signed by Washoe, meaningful combination or a repetition of
symbols?

Terrace thought that Nim was just using imitation, not unique production
Kanzi used symbol combination that show some evidence of meaning
because of the particular combinations.

Mostly single word “symbol” production

10-15 % two word combinations

Most of the combinations are requests

Very few declarative combinations



What does it mean to “know’ a
language?



Linguistic knowledge - sound

The capacity to produce sounds that signify
certain meanings and to understand or
interpret the sounds produced by others.

2 What about children?



Linguistic knowledge - sound

The capacity to produce sounds that signify
certain meanings and to understand or
interpret the sounds produced by others.

2 What about children?
M|

Knowledge of the sound system

2 Knowing what sounds are in that language and
what sounds are not.

2 Knowing which sounds may start a word, end a
word, and follow each other.



Linguistic knowledge — Knowledge of Words

Knowledge of the meaning of words

2 Knowing that certain sound sequences signify certain
concepts or meanings.

o The relationship between form and meaning of words is
arbitrary

o Few exceptions to arbitrariness: mimetic or iconic signs;
onomatopoeic words

Knowing a language means being able to produce

new sentences never spoken before and to

understand sentences never heard before.

A person who knows a language has mastered a system of rules that assigns sound and
meaning in a definite way for an infinite class of possible sentences.

NOAM CHOMSKY, Language and Mind, 1968



Linguistic knowledge

“Daniel Boone decided to become a pioneer
because he dreamed of pigeon-toed giraffes
and cross-eyed elephants dancing in pink
skirts and green berets on the wind-swept
plains of the Midwest”

There are no limits to the length of a

sentence:

o “This is the dog that chased the cat that killed the
rat that ate the malt that lay in the house that Jack

built”




Linguistic knowledge - form

Knowledge of sentences and non-sentences
2 What are drinking and go home?

o | expect them to arrive a week from the next
Thursday.

o | expect a week from the next Thursday to arrive
them.

o Linus lost his security blanket.
o Lost Linus security blanket his.

Linguistic knowledge includes “rules” for
forming sentences and making judgments.



Linguistic knowledge and performance

. Difference between what you know and how
you use this knowledge in actual speech
production and comprehension.

. All speakers can
- form sentences of any length
- message might be garbled
- We may pause or produce slips of tongue

. For most part, linguistic knowledge is
unconscious. sounds, structures, meanings,

words, rules..



Linguistic knowledge and performance

y. * Howdo you
do. My name is Tarzan,
and T believe »ou
are Kknown as Jane *

!
it

X

s
-
\
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\
Yo © Andyou?" f

“Allow me to L
introduce myself..
I am Tarzan, L

of the Jungle...

* You must be Jane.
I am Tarzan. TA's L
a pleasure o meet you.




Sapir Whort hypothesis

Language usage influences (shapes) thought, and thereby,
behavior.

Also called “linguistic relativity”

Experiments with color perception: Roger Brown and Eric
Lenneberg: whether color perception varies between
speakers of languages that classified colors differently.

universal nature of human language and cognition came into
focus

Berlin and Kay show that color terminology is subject to
universal semantic constraints

There is evidence to show that language influences certain
kinds of cognitive processes in non-trivial ways.

1 Lakoff & Johnson: Metaphors of a language reveal cultural
ways of thinking.

1 Slobin: Perceptional data and its communication is prone to
linguistic relativity.



Design of

Perception of passage of time / duration
perception

Affected from language use?



Journal of Experimental Psychology:
General

The Whorfian Time Warp: Representing Duration
Through the Language Hourglass

Emanuel Bylund and Panos Athanasopoulos

Online First Publication, April 27, 2017. http://dx.doi.org/10.1037/xge0000314

Construct mental representations of the passage of time?
Universalist account: abstract concepts (eg time) are universal across humans.
Linguistic relativity hypo: speakers of diff languages represent duration diff

Language-specific interference in a duration reproduction task, stimulus duration
conflicted with its physical growth. When reproducing duration,

] Swedish speakers were misled by stimulus length,
1 Spanish speakers were misled by stimulus size

Condition Medium stimuli Extreme stimuli

Lines

Spanish group 390 (256) 235(167)
Swedish group 412 (276) 310 (282)
Containers

Participants either reproduced the duration e bvheE et
of computer-generated animations showing ., AExperimenta
1 either a container that filled gradually with | |

liquid, glf
1 or aline gradually growing on the screen. ﬂ

Effect of prompt “estimate the time it took”. °'§ J-

E treme|/Medium Extreme Medium

Condition and stimulus



What 1s a grammar?

“We use the term “grammar” with a systematic
ambiguity. On the one hand, the term refers to the
explicit theory constructed by the linguist and proposed
as a description of the speaker's competence. On the
other hand, [it refers] to this competence itself.”

Chomsky and Halle,
The Sound Pattern of English



What 1s a grammar?

The sounds and sound patterns, the basic units of meaning, such as
words, and the rules to combine them to form new sentences
constitute the grammar.

] Sounds into words - phonology (systematic organization of
sounds)

1 Rules of word formation — morphology

J Rules for combining words into phrases and phrases into
sentences — syntax

J Rules for assigning meaning — semantics

The grammar, together with a mental dictionary (lexicon) that lists
the words of the language, represents our linguistic competence.

Grammar: mental grammar of the speakers in their brains,
description/model of this internalized grammar.

Descriptive grammar: The linguist’s description of the true model of
the speaker’s linguistic capacity.

Prescriptive grammar: The “correct” forms of speaking and writing a
language.



What 1s a grammar?

T JUST CANT SHAKE THE FEELING THAT
1 DON'T REALLY UNDERSTAND LANGUAGE
AS AN ABSTRACT CONCEPT, BUT AM
MERELY IMITATING SYLLABLES AS A

TRAINED RESPONSE.




Universal grammar — Chomsky's view

phonology, semantics, morphology, syntax, lexicon
Rules/structures that hold in all languages

Those laws representing the universal properties of all
languages constitute the universal grammar.

As a system of principles which characterizes the class of
possible grammars by specifying how particular grammars are
organized (what are the components and their relations), how
different rules of these components are constructed, how they
Interact, and so on...

To discover the nature of this universal grammar whose
principles characterize all human languages is the major aim of
the linguistic theory.



Universal grammar — Chomsky's view

phonology, semantics, morphology, syntax, lexicon
Rules/structures that hold in all languages

All languages have

J
J
J

J
J
J

their own set of sounds
combine according to certain patterns

words themselves recombine to form phrases and
sentences

Nouns and verbs — universal grammar categories
a way of negating, forming questions, issuing commands,
referring to past or future time,

more generally, has a system of rules that will allow her to
produce and understand an infinite number of sentences.

as the blueprint that all languages follow that forms part of the
child’s innate capacity for language learning.



Noam Chomsky

https://www.youtube.com/watch?v=E3U6MsdBalg


http://www.youtube.com/watch?v=E3U6MsdBalg

Noam Chomsky on Mind and
Language

https://www.youtube.com/watch?v=nFSsb_N_0Oas


http://www.youtube.com/watch?v=nFSsb_N_0as

(GGenerative linguistics

Chomsky’s concept of

Implies a finite set of rules that can be applied
to generate sentences, at the same time
capable of producing infinite number of
strings from the set rules.

A type of grammar which describes a
language by giving a set of rules that can be
used to produce other possible

sentences in that language.



What 1s not language

Communication systems of spiders, crabs and other animals is its
discreteness. Human languages are not simply made up of a fixed
set of invariant signs

Bird songs - there is no evidence of any internal structure to these
songs; they cannot be segmented into discrete meaningful parts and
rearranged to encode different messages as can the words,
phrases, and sentences of human language

Honeybee dance: discrete, consist of several parts, might be infinite
but.

Displacement: the capacity to talk (or sign) messages that are
unrelated to here and now.
UTI'S by Patrick McDonnell

A Nsw so~e'?f |
BUT WEVE BEEN

" IWPRINTED (N QUR

i HEARTS To SING THE

il SAME SONG For  Jlil
i§ THousanoS oF y Bl
é 1 GeNERATIONS ! Ji
:

K5 MOfeT

T WROTE
A NEW song!



Can animals learn language?

border collie named Chaser is reported to
understand the names of 1022 toys!

2 understand the meanings of words?

a2 Or just association?

In their natural habitat, chimpanzees, gorillas,
and other nonhuman primates communicate
with stereotypical messages

Early experiments, at home, vocal tracks do

not permit, but they can understand some
words.

a2 Chimpanzee Washoe, gorilla Koko, chimpanzee



(GGenerative linguistics vs. structuralism

influenced from behaviorism, tabula rasa,
acquisition of language is learned
language is like a building
the concepts proposed by structuralism are
too simple.
since birth, unconscious language competence
linguistics create a "grammar" that allows to

generate every possible sentence in a language
using a set of rules



(GGenerative linguistics

(1) You close the door.
(2) The door is closed by you.
(3) Close the door!

Deep vs. surface structure

d seem to be identical, since they have the same undelying
abstract representation that is called deep structure

4 all the elements determining structural interpretation are
represented.

4 in order to analyze, need to know about the deep
structure of them

d deep structure is the input of transformation rules



(GGenerative linguistics vs. structuralism

Deep vs. surface structure
Transformational rules

Universal grammar

o Itis the “innate” (genetically transmitted) aspect of
grammatical rules; the language instinct

(Pinker).
o Allows a human to learn “a” language.

o Innate does not mean that there is no
environmental influence.



(GGenerative linguistics

Deep vs. surface structure
Transformational rules

Universal grammar

o Itis the “innate” (genetically transmitted) aspect of
grammatical rules; the language instinct

(Pinker).
o Allows a human to learn “a” language.

o Innate does not mean that there is no
environmental influence.



NP,

John

Aux

has

VP

Verb

hit

NP,

Det

the

ball

Different phase structures
1 John has hit the ball

1 The ball has been hit by
John

Similar phase structures
] Susanis easy to please
] Susan is eager to please.

The basic aim of transformational grammar is to explain the
connection between sentences of the first type and to explain the
differences between sentences of the second type.

Operate upon a string of symbols to convert it into a different
string of symbols



Different phase structures
1 John has hit the ball
1 The ball has been hit by

- & John
Similar phase structures
" v i ) Susan is easy to please
] Susan is eager to please.
B y Det N
John " it e pal

NP; + Aux + V + NP,
=
NP, + Aux + been + V + by + NP,

This transforms the string “John + has + hit + the + ball” into the string “the +

ball + has + been + hit + by + John.” And it does so in a purely mechanical and
algorithmic way.



Creating a Grammar

S rules: 9 words:

S - NP VP Det: the, four, some
NP - DetN N: dogs, cats, slugs
NP - N V: understood, ate,
VP _ V NP approached

VP - V

How many sentences?




Language of Thought

Jerry Fodor’'s LOT hypothesis:

a2 Thought happens in a special, mental language

o  Arepresentation in LOT has a syntactic structure with
appropriate semantics

o Thinking consists of syntactic operations defined on such
representations

Representational Theory of Thinking

a2 Mental processes, thinking in particular, consist of causal
sequences of tokenings of mental representations.



Areas of linguistic study

Syntax: study of the rules that describe what a
well-formed or grammatical sentence is

Semantics: study of the meaning of words and
sentences

Pragmatics: study of what speakers do with
language

Phonology: study of the language as a sound
system

Morphology: study of the rules of word formation
Lexicon: study of the dictionary of a language



What we know about language

Wherever humans exist, language exists.

There are no “primitive” languages — all languages are equally
complex and equally capable of expressing any ideas.

All languages change through time.

The relationships between the sounds and meanings of spoken
languages and between the gestures (signs) and meanings of sign
languages are for the most part arbitrary.

All human languages utilize a finite set of discrete sounds (or
gestures) that are combined to form meaningful elements or words,
which themselves form an infinite set of possible sentences.

All grammars contain rules for the formation of words and
sentences of a similar kind.

Every spoken language includes discrete sound segments like p, n,
or a, which can be defined by a finite set of sound properties or
features. Every spoken language has vowels and consonants.



What we know about language

Similar grammatical categories (i.e. Verb, noun) are found in all
languages.

Every language has a way of referring to past time, negating,
forming questions, issuing commands, and so on.

Speakers of all languages are capable of producing and
comprehending an infinite set of sentences.

Any child can learn any language.



Sign Language

m Deaf children?



Sign Language

Deaf children who are exposed to signed languages
acquire them just as hearing children acquire
spoken languages, going through the same linguistic
stages, including the babbling stage. Deaf children
babble with their hands, just as hearing children
babble with their vocal tracts. Dream with sign.
Neurological studies show that signed languages
are organized in the brain in the same way as
spoken languages, despite their visual modality.



THE GREAT PAST TENSE
DEBATE



The critical age for language learning

For human babies, the brain is very flexible, and the
left hemisphere is not dominant. By the Critical Age,
the left hemisphere is dominant and Broca’s area and
Wernicke's area become less adaptable to new
language stimuli.

(Heny 649)

“The critical-age hypothesis assumes that language is
biologically based and states that the ability to learn a
native language develops within a fixed period, from
birth to middle childhood.”

(Fromkin, Rodman, Hyams [2007] 53)



Learning the past tense

In English, most regular verbs have past tense formation
via adding an /—ed/:
o added, carried, climbed...

Children learning past tense sometimes apply this rule to
non-regular verbs:
a2 holded, goed, hitted

There are different types of irregular verbs:
go/went (arbitrary change)

hit/hit (no change)

see/saw (vowel change)

sleep/slept (blending)

U U U U



The great past tense debate

In 58, Berko showed that if children are
taught to use the non-existent verb “to rick”,
they could derive “ricked” as its past tense.

In 77, Kuczaj showed that irregular verbs
used correctly at the initial stage are

iIncorrectly generalized in the second stage
("holded”)

Is this evidence for the following claim?
2 “Humans learn explicit rules and their exceptions.”



Stages of past tense acquisition in children

Stage 1 (1-2 years)
Past tense of a few specific verbs, some regular (e.g. looked, needed),
most irregular (came, got, went, took, gave). Children initially memorize

forms

Stage 2 (2-5 years)

Evidence of general rule for past-tense, 1.e. add ed to stem of verb.
Children often overgeneralise irregulars, e.g. camed or comed instead of
came. Ability to generate past tense for an invented word, e.g. rick.

Subjects say ricked when using the 'word' in the past-tense

Stage 3

Children produce correct forms for both regular and irregular verbs.

www.blutner.de/NeuralNets/NeuralNets_PastTense.p
df



The U shaped learning curve

Slightly older child: Daddy came home Stage 1
Older child: Daddy comed/camed home Stage 2
Even older child: Daddy came home Stage 3

101
100

09 Correct

,88888%98%

Number of Verbs Leamed

www.blutner.de/NeuralNets/NeuralNets_PastTense.p
df



phonological phonological
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root or the wor correct past-tense
version
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