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Rational animals

 Aristotle defines man as a “rational animal”
 What does the definition of rationality involve?

 Intentionality
 Acting for reasons
 Logic
 Causal reasoning, tool use
 Beliefs
 Language
 Products or processes



Questions on rationality

 To what degree is it a normative concept?
 Can we define rationality across species?

 Dretske’s birds: A bird avoids eating monarch 
butterflies (poisonous), it is minimally rational. 
It also avoids eating viceroy, which looks 
similar, but is not poisonous.



Definitions of rationality

 Webster’s: 
 rational: having reason or understanding
 irrational: not endowed with reason or understanding; lacking 

usual or normal mental clarity or coherence
 Greek roots

 logos: reason
 ratio: proportion

 Being logical: having “tacit knowledge of the fundamental 
semantic principle governing any inference” (Johnson-Laird – 
proposes “mental logic”)

 Piaget: “reasoning is nothing more than the propositional 
calculus itself”

 Gardner: rational is an individual reaching conclusions “by 
shrewd intuition, lucky guessing or being programmed to issue 
only valid responses”



Definitions of rationality

 Newell: “If an agent has knowledge that one of his 
actions will lead to one of its goals, then the agent 
will select that action”

 Dennett: rationality is “a general purpose term of 
cognitive approval which requires maintaining only 
conditional and revisable allegiances between 
rationality, so considered, and the proposed (or 
even universally acclaimed) methods of getting 
ahead, cognitively in the world”

 Cohen: valid deductive or probabilistic reasoning
 Selten: full rationality requires unlimited cognitive 

resources



Artificial intelligence and 
rationality



Thinking Rationally: Laws of 
Thought
 Aristotle (~ 450 B.C.) attempted to codify “right thinking”

 What are correct arguments/thought processes?

 e.g., deductive reasoning: “Socrates is a man, all men 
are mortal; therefore Socrates is mortal”

 What about inductive reasoning? “Socrates is a man, 
Socrates is mortal; probably all men are mortal”

 Several Greek schools developed various forms of logic:
 notation plus rules of derivation for thoughts



Thinking Rationally: Laws of 
Thought
 Problems:

 Not all intelligent behavior has a logical basis.
 Uncertainty: Not all facts are certain (e.g., the 

flight might be delayed).
 Resource limitations:

 Not enough time to compute/process
 Insufficient memory/disk/etc
 Etc.



Acting Rationally: The 
Rational Agent
 Rational behavior: Doing the right thing!
 The right thing: That which is expected to maximize the 

expected return
 Provides the most general view of AI because it 

includes:
 Correct inference (“Laws of thought”)
 Uncertainty handling
 Resource limitation considerations (e.g., reflex vs. deliberation)
 Cognitive skills (NLP, AR, knowledge representation, ML, etc.)

 Advantages:
 More general
 Its goal of rationality is well defined



Rational Agents

 An agent is just something that acts (agent comes from the Latin 
agere, to do).

 Attributes that distinguish agents from mere “programs” include:
 operating under autonomous control,
 perceiving their environment,
 persisting over a prolonged time period,
 adapting to change, and
 being capable of taking on another’s goals.

 The AI course is mostly about designing rational agents.
 A rational agent is one that acts so as to achieve the best outcome, 

or when there is uncertainty, the best expected outcome.



Value and utility

 Rationality in economics refers to optimality 
in face of expected value and/or expected 
utility

 Suppose I believe the following:
 P(A25 gets me there on time) = 0:04
 P(A90 gets me there on time) = 0:70
 P(A120 gets me there on time) = 0:95

 Which action to choose depends on my preferences for 
missing flight vs. airport cuisine, etc. Utility theory is used 
to represent and infer preferences

 Decision theory = utility theory + probability theory



Utility

 There are also problems concerning people’s 
calculations of utility. Some of these take the 
form of “thought experiments”, where the 
argument depends on your intuitions (as  the 
founding principles of normative theories 
generally do), and some depend on 
experimental work. We shall look at three 
classic paradoxes of preference and choice, 
then at preference reversals and framing 
effects.



Allais paradox



Allais paradox



How to make investment 
decisions?
 Optimal asset allocation 

policy (“mean-variance 
model”)

 Simple rule: allocate your 
money equally to each of N 
funds

 Why?
 predictive uncertainty: large
 N: large
 learning sample: small



The ultimatum game

 The ultimatum game is a game in economic experiments. The first player (the 
proposer) conditionally receives a sum of money and proposes how to divide the sum 
between the proposer and the other player. The second player (the responder) 
chooses to either accept or reject this proposal. If the second player accepts, the 
money is split according to the proposal. If the second player rejects, neither player 
receives any money. The game is typically played only once so that reciprocation is 
not an issue. wikipedia

 Two players divide a sum given to them
 The first player divides, the second player 

accepts or rejects
 Played only once!
 In many cases, offers less than 20% are 

rejected!



Prisoner’s Dilemma: 

Two members of a criminal gang are arrested and imprisoned. 

● If A and B each betray the other, each of them serves 2 years in prison
● If A betrays B but B remains silent, A will be set free and B will serve 3 years in 

prison (and vice versa)
● If A and B both remain silent, both of them will only serve 1 year in prison (on 

the lesser charge)



Prisoner’s Dilemma

 While cooperation is collectively rational, 
defection is individually rational.

 What changes when the game is iterated 
(played multiple times between the same 
players)?

 Tit-for-tat heuristic:
 Unless provoked, the agent will always cooperate
 If provoked, the agent will retaliate
 The agent is quick to forgive
 The agent must have a good chance of competing against the opponent 

more than once.



The building blocks of thought

●  Language of the mind 
● Imaginal thought
● Propositional thought

● Consists of concepts
● An entire class, reduce complexity
● Allow prediction
● Concepts not correspond to objects
● Concepts on the spot

What is categorization?

http://weclipart.com/

Cats are animals

Mothers are hard workers.



Prototypes

●  The properties that describe the best 
examples

●  Grandmother
● Prototype
● Core

● Natural concepts are fuzzy. Why?
● Universality in prototypes of concepts 
● Hierarchies of concepts



Different categorization processes 

●  Well-defined concepts: 
● Rule-based
● More properties, slower

● Fuzzy concepts
● Defining properties?
● Similarity to

● Prototypes
● Stored examplars

If she s the female parent of a parent, she s a grandmother’ ’



The neural basis

● Fuzzy vs. well-defined
● Animals vs artifacts
● Recognize pictures of
● Is this sufficient?

● Prototype vs. exemplar

 medial-temporal lobe damage





 In the prefrontal cortex, exemplar group activationwas not different from 0% [M 5  3.4%; t (11) 5  1.49, p 5  .100], 
suggesting a qualitative difference between the rule and the exemplar groups. In both left (M 5  3.4%) and right (M 5
 5.6%) posterior parietal areas, respectively, exemplar activation was greater than 0% (





Herrnstein’s Pidgeons

Herrnstein, 1976, Natural Concepts in Pidgeons



Pidgeons correctly classified 
trees...



... and water



... and specific persons



Reasoning

●  Propositions
● Conclude
● From reasons

● Deductive reasoning
● If premises are true, 

conclusion should be 
true

● More rules, 
● longer
● Likely to make 

mistakes
● Specific conditions

a If it s raining, I ll take an umbrella.’ ’

b It s raining.’

c Therefore, I ll take an umbrella.’

a If it s raining, I ll take an umbrella.’ ’

b If I take an umbrella, I ll lose it.’

c It s raining.’

d Therefore, I ll lose my umbrella.’



Reasoning

●  Propositions
● Conclude
● From reasons

● Deductive reasoning
● If premises are true, 

conclusion should be 
true

● More rules, 
● longer
● Likely to make 

mistakes
● Specific conditions

a No addictive things are inexpensive.

b Some cigarettes are inexpensive.

c Therefore, some addictive things are 

cigarettes.

a No addictive things are inexpensive.

b Some cigarettes are inexpensive.

c Therefore, some cigarettes are not 

addictive.



shorturl.at/hKLUY

https://www.philosoph
yexperiments.com/wa
son/

https://www.philosophyexperiments.com/wason/
https://www.philosophyexperiments.com/wason/
https://www.philosophyexperiments.com/wason/


https://www.philosophyexperiments.com/wason/

https://www.philosophyexperiments.com/wason/


Effects of content

●  Evaluation depends on the content
●  Wason selection task

● Whether the following claim is correct:

If a card has a vowel on one side, 

then it has an even number on the 

other side'



Wason selection task

Kartın bir tarafında sesli harf varsa diğer tarafında çift sayı vardır



Wason selection task

●  Pragmatic rules
●  Permission rule: 

if a particular action is taken, often a precondition should be satisfied

●  Mental model?



Inductive reasoning

● An argument can be good 
even if it is not deductively 
valid.

● Inductive strength:
● Matter of probabilities

● Base-rate rule: 
membership

● Conjunction rule: 
combination of 
propositions

a Mitch majored in accounting in 

college.

b Mitch now works for an 

accounting firm.

c Therefore, Mitch is an 

accountant.



Heuristics

● A short-cut
● Relatively easy to apply
● Often correct answer
● Not inevitably so!

● May violate basic 
probability rules

● Ignore info about 
base rates

 Tversky &
Kahneman, 
1973



Heuristics

Conjunction rule. 

The probability of a proposition cannot be less than the probability of that 
proposition combined with another proposition



Similarity heuristic



Causality heuristic



Availability heuristic

estimated the frequency of words  starting with 
the letter r (like rose)  as higher than the 
frequency of words with  the letter r in the 
third position (such as care).



Representativeness heuristic

Each case is representative of its category.

why subjects overestimate the number of fatalities caused 
by floods or murder (which get high press coverage, and 
are easily remembered), while they underestimate the 
number of fatalities caused by specific diseases (Slovic, 
Fischhoff, & Lichtenstein, 1982)

Confirmation bias. We give more credence to evidence that 
is in line with our previous beliefs than to evidence that 
contradicts it



Heuristics

Do not be too pessimistic about our level of 
rationality!



Neural basis

● Deductive: 
● right-back, spatial 

representations
● Inductive: 

● Left-frontal
● Same with estimation 

problems

a. None of the bakers plays chess.

b. Some of the chess players listen to opera.

c. (Therefore) some of the opera listeners 

are not bakers.

a. Some of the computer programmers play the 

piano.

b. No one who plays the piano watches soccer 

matches.

c (Therefore) some computer programmers 

watch soccer matches.

In the deductive task, participants were asked to 
distinguish valid arguments (conclusion must 
be true if the premises are) from invalid 
arguments (possible for conclusion to be false 
even if premises are true).

In induction: the conclusion had a greater 
chance of being true than false



Visual heuristics

CmpE 489: Cognitive Science - Albert Ali Salah, 2011



Heuristics and biases

 Confirmation bias
 Availability bias:

 If you can reach it, it must be important.



Representativeness
In a random group of five people, which set of 

birthdays is more likely:

March 5th , Jan 26th, July 17th, August 1st, August 12th

May 1st, May 3rd, May 5th, May 7th, May 9th



Heuristics and biases

 Confirmation bias
 Availability (search set) bias
 Representativeness bias



REASONING IN 
COMPUTERS



http://larvecode.tumblr.com/



http://larvecode.tumblr.com/



http://larvecode.tumblr.com/



http://larvecode.tumblr.com/



http://larvecode.tumblr.com/



The problem of abstraction



Any questions???



Sounded low, medium or high 
tone immediately after matrix 
disappeared

 Tone signaled one row to report
 Recall was almost perfect

Memory for images fades after 
1/3 seconds or so, making report 
of entire display hard to do

Is it an afterimage?

High

  Medium

Low

Sperling’s experiment

Quiz

An afterimage is an image that continues to appear in one's 
vision after the exposure to the original image has ceased. 
Afterimages occur because photochemical activity in the retina 
continues even when you are no longer experiencing the original 
stimulus. wikipedia



Evaluation forms
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