
 Obvious problems:
 Worst-case time complexity O(dn) 

 Space complexity O(dn) to store the joint distribution

Inference by Enumeration



Independence

A and B are independent iff
P(A|B) =P(A) or P(B|A) =P(B) or P(A, B) =P(A)P(B)

Weather

Toothache Catch

Cavity decomposes into

Weather

Toothache Catch
Cavity

P(Toothache, Catch,Cavity,Weather)
= P(Toothache, Catch,Cavity)P(Weather)

32 entries reduced to 12; for n independent biased coins, 2n → n

Absolute independence powerful but rare

Dentistry is a large field with hundreds of variables,
none of which are independent. What to do?
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Conditional independence

P(Toothache, Cavity, Catch) has 23 − 1 = 7 independent entries

If I have a cavity, the probability that the probe catches in it doesn’t depend
on whether I have a toothache:

(1) P (catch|toothache, cavity) = P (catch|cavity)

The same independence holds if I haven’t got a cavity:
(2) P (catch|toothache,¬cavity) = P (catch|¬cavity)

Catch is conditionally independent of Toothache given Cavity:
P(Catch|Toothache,Cavity) = P(Catch|Cavity)

Equivalent statements:
P(Toothache|Catch,Cavity) = P(Toothache|Cavity)
P(Toothache, Catch|Cavity) = P(Toothache|Cavity)P(Catch|Cavity)
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Conditional independence contd.

Write out full joint distribution using chain rule:
P(Toothache, Catch,Cavity)
= P(Toothache|Catch,Cavity)P(Catch,Cavity)
= P(Toothache|Catch,Cavity)P(Catch|Cavity)P(Cavity)
= P(Toothache|Cavity)P(Catch|Cavity)P(Cavity)

I.e., 2 + 2 + 1 = 5 independent numbers (equations 1 and 2 remove 2)

In most cases, the use of conditional independence reduces the size of the
representation of the joint distribution from exponential in n to linear in n.

Conditional independence is our most basic and robust

form of knowledge about uncertain environments.
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Bayes’ Rule

Product rule P (a ∧ b) = P (a|b)P (b) = P (b|a)P (a)

⇒ Bayes’ rule P (a|b) =
P (b|a)P (a)

P (b)

or in distribution form

P(Y |X) =
P(X|Y )P(Y )

P(X)
= αP(X|Y )P(Y )

Useful for assessing diagnostic probability from causal probability:

P (Cause|Effect) =
P (Effect|Cause)P (Cause)

P (Effect)

E.g., let M be meningitis, S be stiff neck:

P (m|s) =
P (s|m)P (m)

P (s)
=

0.8 × 0.0001

0.1
= 0.0008

Note: posterior probability of meningitis still very small!
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Quiz: Bayes’ Rule

 Given:

 What is P(W | dry) ? 

R P

sun 0.8

rain 0.2

D W P

wet sun 0.1

dry sun 0.9

wet rain 0.7

dry rain 0.3



Bayes’ Rule and conditional independence

P(Cavity|toothache ∧ catch)

= αP(toothache ∧ catch|Cavity)P(Cavity)

= αP(toothache|Cavity)P(catch|Cavity)P(Cavity)

This is an example of a naive Bayes model:

P(Cause,Effect1, . . . , Effectn) = P(Cause)ΠiP(Effecti|Cause)

Toothache

Cavity

Catch

Cause

Effect1 Effectn

Total number of parameters is linear in n
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Today – Part 2: Probabilistic Reasoning

Bayesian networks

Systematic way to represent the independence and conditional 
independence relationships.
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