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Abstract—One effective approach for equipping artificial
agents with sensorimotor skills is to use self-exploration. To do
this efficiently is critical, as time and data collection are costly.
In this study, we propose an exploration mechanism that blends
action, object, and action outcome representations into a latent
space, where local regions are formed to host forward model
learning. The agent uses intrinsic motivation to select the forward
model with the highest learning progress to adopt at a given
exploration step. This parallels how infants learn, as high learning
progress indicates that the learning problem is neither too easy
nor too difficult in the selected region. The proposed approach
is validated with a simulated robot in a table-top environment.
The simulation scene comprises a robot and various objects,
where the robot interacts with one of them each time using a
set of parameterized actions and learns the outcomes of these
interactions. With the proposed approach, the robot organizes
its curriculum of learning as in existing intrinsic motivation
approaches and outperforms them in learning speed. Moreover,
the learning regime demonstrates features that partially match
infant development; in particular, the proposed system learns to
predict the outcomes of different skills in a staged manner.

Index Terms—intrinsic motivation, effect prediction, represen-
tation learning, developmental robotics, open-ended learning.

I. INTRODUCTION

ROM the moment they are born, babies begin learning

about their bodies and the environment autonomously.
Even when there is no immediate reward or explicit assis-
tance from their caregiver, it is quite interesting that they
conduct this learning process and develop sophisticated skills.
Autonomous exploration has been regarded as an essential
mechanism for the learning and development of living or-
ganisms [1f], [2]. Exploratory behaviors, which enable us to
adapt to different kinds of situations, learn complex skills,
and practice our creativity, are observed not only in humans
but also in other animals [3]], [4]. Because of the need to feel
competent and self-determining, humans engage in novelty-
seeking behaviors such as exploration and play [5], which
are later described with the generic term of “intrinsically
motivated” behavior [6]]. Recently, the neural correlates of
such behaviors have been found to be linked to dopaminergic
systems in the brain (see [7], [8]).

Intrinsically motivated strategies have been used along with
various types of robot learning methods and applications such
as socially guided learning [9]-[11]], affordances [12[]-[|14]],
and planning [15]]. Given the exploration space of the agent, a
particular intrinsic motivation (IM) signal, learning progress

[16], [[17], aims to give priority to exploration regions that
are neither too easy nor too difficult to learn, i.e., with the
appropriate level of complexity which is inline with infant
data [[18]).

Inspired by infant development, this paper studies how a
manipulator robot can learn the outcomes of its actions via
autonomous exploration and intrinsic motivation. Predicting
the consequences of own actions is an important requirement
for intelligent control and decision making in both biological
and artificial systems. The importance of predictive learning
in human sensorimotor and cognitive development has already
been emphasized by [[19]. The exploration space of the manip-
ulator robot for predictive learning is composed of the space
of objects that it encounters, the action space of the robot,
and the outcomes that it observes. During its exploration,
the robot is expected to select objects, actions, and outcomes
intelligently in order to acquire the target prediction capability
most efficiently. It is desirable to avoid pre-defining the set
of objects, actions, and outcomes in unsupervised learning
settings, where they are typically represented or parameterized
by continuous variables. Therefore, the robot has to explore
a continuous space with the help of IM to form predictive
internal models that can be used for better control and
decision-making. How animals and humans efficiently and ef-
fectively construct predictive internal models for representing
high-dimensional object-action-outcome relations inspires our
approach as well as several other computational approaches
[19]-[21].. It is generally accepted that humans and animals are
endowed with neural mechanisms that build internal models
to facilitate effective control of objects and/or body parts in
different dynamics [22]. An internal model is a computational
structure that mimics (a part of) the sensorimotor system in
terms of input-output relations, which may be conceived at
different levels of motor control hierarchy (see, e.g., [23],
[24]). For motor control, Wolpert and Kawato [21] proposed
a computational model that is composed of multiple paired
forward-inverse models. The contribution of each pair to the
behavioral output is determined by a responsibility signal
that is computed based on the model’s prediction ability.
The general benefits for adopting such a modular strategy
are suggested as (1) efficient coding of the tasks that might
be encountered in a variety of contexts; (2) simultaneous
learning of such task contexts without interference; and (3)
the possibility of learning a more complex context by reusing
the knowledge captured in the learned modules.



In this study, we also adopt a modular approach for forward
modeling, and use learning progress measure to gate learning.
To form the modules, the exploration space of the robot, i.e.,
object-action-outcome space, is transformed into a compact
latent space and then partitioned into regions, for which indi-
vidual forward models are trained to become responsible for
their region. Directly partitioning the object-action-outcome
space is not feasible through standard clustering algorithms
as this space is composed of diverse and complex set of
variables such as pixel values of the top-down depth image
of the objects, various parameters of the manipulation actions,
and the position and orientation changes. For effectively par-
titioning the exploration space, first, a low-dimensional latent
representation, that fuses the related triplets (object, action,
outcome), is formed. Then, the formed latent space is clustered
into regions. During forward model learning, the regions with
the highest learning progress, i.e., the regions whose forward
models exhibit a maximum decline in prediction error, are
prioritized. Through simulation experiments involving a robot
arm-hand system that reaches and grasps different types of
objects placed in various orientations and sizes with varying
arm and hand parameters, we showed that:

o the exploration regions formed in the blended object-
action-outcome space correspond to semantically mean-
ingful manipulation primitives,

« the proposed latent space IM approach outperforms com-
peting IM methods (adapted to our setup) that utilize only
object [25]], action [[12], or outcome/goal [26] spaces in
terms of learning speed, and

« the exploration order that the proposed approach posits is
partially parallel with the staged development of action
prediction in infants. To be concrete, the proposed system
learns to predict the basic grasp action outcomes before
learning the outcome of purposeful push actions [27].

The rest of this paper is structured as follows: the related
literature is first reviewed in Section [[Il Then, the proposed
architecture, including its components and the experimental
setup, are presented in Sections [[II] and [TV] Section [V]demon-
strates the outperforming results of the proposed system.
Finally, Section |VI| gives discussion and conclusions.

II. RELATED WORK
A. Computational Models of Intrinsic Motivation

Regarding the high-dimensional and complex dynamics
involved in physical systems, exploration is considered an
essential problem in robot learning [28]. Intrinsically moti-
vated strategies are widely used to address the exploration
problem. Oudeyer and Kaplan [1]] divide the computational
approaches of IM into two classes as Knowledge-Based IM
(KB-IM) and Competence-Based IM (CB-IM). The KB-IM
strategy is derived from the deviation of the agent’s knowledge
of the environment from reality [1]. The agent learns new
skills while expanding its knowledge about the environment
by exploring the situations outside of its current understanding
[29]. The CB-IM strategy focuses on a specific state, i.e., the
goal state, that changes adaptively according to the current
competencies of the agent [29]. Mirolli and Baldassarre [30]]

state that both KB-IM and CB-IM can serve knowledge and
competence acquisition. In other words, KB and CB-IM have a
complementary relationship, where the former aims to detect
which skills to train based on their novelties, and the latter
to select the expert to achieve a particular goal, as shown
in [31]. In terms of robotic application, intrinsic motivation
has been studied under reinforcement learning [32f], [33] and
developmental robotics [16], [34]-[37].

a) Reinforcement Learning (RL): In reinforcement learn-
ing, an agent learns an optimal policy to accomplish certain
goals typically by considering the extrinsic rewards, i.e.,
external rewards that stem from the task definition. However,
in some settings, the extrinsic reward may be absent or sparse.
Even if that is the case, an autonomous agent should be able
to learn skills. To deal with this situation, intrinsic rewards are
used in several RL studies. Some studies used only intrinsic
reward [33]], [38]], [39]], whereas others studied how to combine
intrinsic and extrinsic rewards in RL settings [32], [40[], [41].
Intrinsic motivation was also applied to RL at the different
levels of the hierarchies [42]]-[44]. All of these studies aim
to make the agent learn skills to achieve a specific goal. By
contrast, in our study, there is no particular goal that the agent
needs to accomplish.

b) Developmental Robotics: In the seminal computa-
tional architecture of Oudeyer et al. [[16], the sensorimotor
space was incrementally split into regions, and the regions
were learned by the local experts. Selection between the
regions was made by considering the learning progress IM sig-
nal. In our previous work [45]], similar to [[16], we partitioned
the sensorimotor space by considering a single parameter at
each partitioning step in order to form exploration regions.
Forestier et al. [46] developed an algorithmic procedure called
“intrinsically motivated goal exploration processes” (IMGEP)
that allows the autonomous discovery of skills in an open-
ended learning setting. In their approach, the agent selected
the goal to pursue using intrinsic motivation signal and learned
skills by self-experimentation. As a result, the agent learned to
discover and accomplish goals by following a self-generated
curriculum with an increasing level of complexity. Mannella
et al. [47] hypothesized that an agent learns the dynamics of
its body by autonomous goal generation regulated by intrinsic
motivation. To validate their hypothesis, they created a model
that relied on an intrinsic motivation signal to form abstract
representations of the observations and select goals to pursue
and learn motor skills. Haber et al. [48]] proposed a computa-
tional model of intrinsic motivation where the understanding of
ego-motion, followed by the ability to interact with single and
multiple objects, emerges from novelty-seeking exploration.
In our current work, different from the previous studies, IM-
exploration regions are formed by clustering a latent space that
combines object, action, and outcome information.

B. Representation Learning in Robotics and IM

Most of the work in robot learning utilizes engineered
feature representations to perform given tasks. However, to
obtain full autonomy in intelligent systems, the agent also
should be capable of building efficient feature representations



from raw sensory data. Representation learning in robotics
is an important research direction that allows the learning
systems to be efficient in computational resources, generaliza-
tion ability, time efficiency, and abandons the need for feature
engineering. Various studies in domains of robot learning [49],
[50], planning [51f, [52], control [52]-[54], and RL [33],
[400, [41], [43[, [55]-[58|] focus on learning representations
to foster autonomy. Among these, a number of studies uti-
lized representation learning in IM-based exploration [33],
[56], [59]-[62]]. Bugur et al. [63]] proposed an intrinsically
motivated exploration scheme in action space. In their study,
the action and effect space information was used to obtain a
latent representation from which two regions are obtained for
exploration via IM. Laversanne-Finot et al. [59] integrated a
representation learning stage on top of IMGEP [46] to create
the goal-spaces by encoding raw sensory observations. In that
study, the agent first passively observes the environment to
collect data for learning an embedding function. After that
stage, learned representation was used to form goal spaces to
be explored by the intrinsically motivated architecture they
proposed previously. Hafez et al. [40] proposed an Actor-
Critic algorithm that enables the learning of motor skills
directly from visual observations in an RL setting. In their
work, an embedding of visual input was used in actor and
critic networks to create exploration regions incrementally
utilizing Self-Organizing Maps. Like our work, each region
has a prediction model whose learning progress is then used
to guide the exploration. In summary, almost all these studies
considered only the observation space to form the latent
space, and [63]] considered only action and effect space. In
contrast, we exploit a latent representation that integrates high-
dimensional object features, action parameters, and outcome
observations in region formation and IM-based exploration.

III. PROPOSED SYSTEM
A. Overview and General Flow

Fig. [I] illustrates the general framework and the learning
cycle proposed in this study. Recall that our aim is to partition
the object-action-outcome exploration space of the robot into
regions and enable the robot to explore these regions in the
most efficient way via IM. The upper panel of the figure
shows how these regions are formed in a bootstrapping phase,
and the lower panel shows how these regions are selected
in each IM-based exploration step. As shown in the upper
panel, to bootstrap the region formation, the simulated robot
(shown on the left) undergoes a short exploration phase, in
which it interacts with a set of objects via randomly param-
eterized actions and observes the outcome of its actions. In
each interaction, the information of the object (depth image),
action (arm and hand parameters), and outcome (change in
object position and orientation) are collected. Using the data
set obtained from these exploratory random interactions, the
regions for predictive learning are found in two steps. First, the
processed depth image (shown in (A)), action, and outcome
features are blended together and mapped to a low-dimensional
latent space, as shown in (B). Second, a clustering algorithm
is applied to find regions for predictive learning in the latent

space, as shown in (C). In the IM-based active learning phase,
shown in the lower panel, a forward model that predicts the
outcome given object and action features is trained for each
region (E), and the region whose forward model exhibits the
highest learning progress is selected for further learning (D).
After a pair of object and action (parameter vector) is sampled
from the selected region, the robot observes the outcome of
the application of the sampled action (bottom-left) and updates
the corresponding forward model (E) and the learning progress
statistics of the region (D).

B. Object-Action-Outcome Representations

In each interaction, the robot executes its parametric action
on an object and observes the outcome.

e Object: The top-down depth image of the object,
taken before the execution of the action, is encoded
through a Convolutional Autoencoder (CAE) into a low-
dimensional feature vector (Fig.[I(A)), Ic,. (8D). Hence,
the object information to the system is represented by this
low dimensional feature vector.

e Action: We assume that the robot is equipped with a
basic movement capability involving the arm and the
fingers, which we call the reach and enclose action.
The action is parameterized and set to generate a semi-
circular hand trajectory (see Fig.[2), mimicking a human-
like radial motion allowing basic object interactions. The
robot action parameters vector (5D) controls the radius
of the hand trajectory (1D), the direction of the approach
towards the object (1D), and the end-effector state (3D).

e Outcome: The outcome of an action is defined as the
position and orientation change of the object. Thus, it is
represented by a vector (5D) composed of the position
change in the three coordinate axes and (sin&cos values
of the) orientation change around the vertical axis.

C. Bootstrapping Region Formation

Formation of the Latent Space The interaction experience
obtained from a short random exploration phase is used to
form the latent space. The object, action, and outcome vectors
are concatenated in a single feature vector for each interaction
and processed via a feature extractor to form the latent
space that compactly represents these three elements of the
interaction (Fig. [T(B)). As the feature extractor, a Variational
Autoencoder (VAE) with Gaussian prior was used. Following
the input layer (18D), the encoder part of the VAE has an
intermediate layer (9D) with ReLU non-linearity, followed by
a hidden layer (3D) that is split into p(z) and o(2) so that
the network output can be considered to represent a Gaussian
distribution [64]. The decoder part has a structure that is
symmetrical to the encoder part. It takes z that is sampled from
the encoder’s output and has an output layer with sigmoid non-
linearity. Binary cross-entropy is used as the reconstruction
loss, and the VAE loss is calculated as in [64]]. The VAE is
trained with Adam [|65]] optimizer with a batch size of 100. The
latent space is formed by using the u(z) from the encoder’s
output.
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Fig. 1. The overview of the proposed framework and learning cycle. The regions are formed via random exploration, as shown in the upper panel, and
actively selected for exploration by the IM module, as shown in the lower panel. See the details in the text.

Formation of the Exploration Regions To form the regions  overfitting, the FM is trained for only a small number (5) of
for forward model learning, the latent space is clustered epochs at each step.

using the Gaussian Mixture Model (GMM) algorithm with Efficient Predictive Learning Learning progress based
an empirically chosen number of clusters five in the current M s used to select which region to target for improving
experiments, see for an analysis on this parameter),  the prediction ability (Fig. [[[D)). Intrinsic Motivation Module
(Fig. [I(C)) where each cluster corresponds to a “region” (R;) keeps statistics about the (FM) learning progress of each
that the robot can build a local forward model for action region. In each step, it selects the region with the highest
outcome prediction. Note that the regions found in this step jearning progress using the e-greedy [69] selection mechanism,

were frozen and not changed during IM-based predictive 4p9 (object, action) pairs are sampled corresponding to the
learning for computational convenience. selected region for interaction.

D. IM-based Active Exploration

Local Prediction Models Each region (R;) found in the
bootstrapping phase (Fig. [T(C)) is assigned to a forward model
(FM) that is responsible for predicting the outcome given
the object features (I.,.) and the action parameters in that
region (Fig. [I(E)). The FMs are implemented as one hidden-
layer feed-forward neural networks. Input, hidden, and output
dimensions are set to 13, 512, and 5. The hidden unit non-
linearity is provided by the ReLU activation function. At
each predictive learning step, one FM is allowed to learn
(see below). The learning in FMs is carried out by back-
propagating the prediction error calculated as the mean square
error (MSE). At each exploration step, a small batch (k)
is sampled from the FM’s responsibility region. In order to
avoid catastrophic forgetting [66], [67]], the FM is continued

trainindl_-] with all the data it has encountered so far. To avoid Fig. 2. The end-effector follows a semi-circular trajectory above the surface of
the table. The action parameters control the radius of the semi-circle (7pqa¢n)

IFMs are implemented by using Keras [[68]] deep learning library. and the approach position of the end-effector to the object (¢pqt )-




Learning progress (LP) of a region is calculated from the
prediction performance change of the corresponding FM after
a given learning update cycle:

LP,(t+1) =7 (t+1) — v (t +1-196), (1)

where 7, indicates the mean error of FM, at update cycle t,
and is calculated as follows:

S en(t+1—1)
0+ 1

where the error of n*" region e, (t) is calculated by the MSE
between the predicted effect F,..q and the observed effect
Eps. The window parameter 6 allows the system to capture
the trend of the errors by averaging them within a given
learning period and prevents the fluctuations from affecting the
IM signal. In general, a small # makes the LP measure highly
unstable, whereas a large § makes the LP changes less precise
[12]]. Although in our experiments, 6 is empirically set to 16
for computational convenience, it is possible to implement a
mechanism to determine it (e.g., see [70]]) automatically.

Tn(t+1) = 2

IV. EXPERIMENT SETUP

The experiment setup was simulated in CoppeliaSim [71]],
where a six-degrees-of-freedom robot arm with a gripper
(URlO was chosen as the manipulator to be used in the
experiments. In order to capture the basic interaction infants
create with their environment, a simple setup with three
types of objects was created, which the robot could interact
with through its reach and enclose actions. The details of
the objects used, the action parameters, and the outcome
representation are given below.

Objects: Three objects were used in the experiments with
some changing sizes: a cup, a cylinder, and a sphere (Fig [3).
The cup has a fixed height (15 cm) and radius (7.5 cm) and
has a handle that is 12.5 cm apart from the center with a
length of 10 cm. The orientation of the cup is changed around
the vertical axis within [0, 27], i.e., the position of the handle
varies around the body of the cup. Cylinders have a fixed
height of & = 15 cm and radius within the range of [1.5, 7.5]
cm, and spheres have a radius within the range of [3, 7.5] cm.
A simulated Kinect camera is positioned on top of the table
to record 128 x 128 top-down depth images of the objects.

Actions: The end-effector of the robot follows a semi-
circular trajectory that has start and end-points with the same
elevation from the tabletop. The closest point of the trajectory
to the table is the halfway point, and it has a fixed offset from
the surface of the table to avoid collision between the end-
effector and the table. The semi-circular trajectory is defined
by the radius of the semi-circle 7,4, = [26,31] cm and a
z-orientation within ¢,q:, = [0,27] radians. ¢4, controls
the approach direction of the end-effector to the object, i.e.,
determines the via point that the end-effector will pass while
approaching the object (see Fig. ). When the end-effector
interacts with the object, it takes one of three states: closed,
half-open, and open, and the fingers are enclosed, similar to

Zhttps://www.universal-robots.com/products/ur10-robot/

Fig. 3. The experiment setup. A manipulator robot interacts with one of three
types of objects in a table-top environment.

a reflex, as soon as the object is contacted. In summary, the
action parameter vector A is composed of a 5-dimensional
vector (T'path, Ppath, closed, hal fopen, open) where the last
three parameters are binary and represent the one-hot encoding
of the gripper state.

Outcome: The outcome is defined as the change in the 3D
position of the object, together with the (sine and cosine of the)
orientation angle change with respect to the vertical axis: O =
(Az, Ay, Az, sin Ad,, cos A¢p,). The outcome is calculated
by taking the difference between the first and final pose of
the object. We used sine and cosine values of A¢, to ensure
continuity at the fundamental boundaries of the domain of sine
and cosine. Note that, even if the robot executes the action
with open and half-open end-effector aperture configurations,
it may not be able to grasp and raise the object. This can
be caused by misalignment of the object size, object pose,
end-effector pose, and simulation noise. For example, if the
robot approaches with an open end-effector to the cup from
the side of its handle, due to the contact of the handle with the
robot fingers, the object rotates and is pushed out of the finger
enclosure; hence it can not be grasped even if the fingers are
enclosed.

For each interaction, the simulation scene is reset, and
the parameters of the selected type of object and actions
are sampled from their corresponding intervals. Overall, the
dataset consists of three different object types with three
different end-effector states, each consist of 5184 interactions,
in total 3 X 3 x 5184 = 46656 interactions.

System Hyper-Parameters:

o The convolutional auto-encoder, whose bottleneck layer
(8D) serves as the object features (/¢ ), consists of stacks
of convolutional layers followed by batch normalization
and max-pooling operations, with channel numbers 512,
256, 128, 64, 32, 16, and 8. It is trained using binary
cross-entropy as the reconstruction loss and Adadelta [[72]
optimizer.

o The initial bootstrapping phase uses 700 random in-
teractions for region formation. After the bootstrapping
phase, the FMs are initialized with an initial set of 128
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only LatentIM, OutcomelM, and RandomIM, showing the statistical significance.

interactions, and the selected ones by IM are continued to
be trained with the past interactions plus newly sampled
k = 16 interactions for 400 exploration steps. The
number of regions is set to 5. Thus, the IM-Based active
exploration phase uses approximately 7000 data.

o The other parameters are set as follows: € = 0.3, § = 16.

V. RESULTS

In this section, we analyzed the results of our latent space
based IM approach (LatentIM), and compared it with the al-
ternatives that use only object (ObjectIM), action (ActionIM),
and outcome (OutcomeIM) spaces in region partitioning with
the same number of regions. These variants are the adapted
versions of existing IM methods that utilize only object [23],
action [[12]], and outcome [26]. As a basic baseline, we also
provided the results of RandomIM that assigns regions to the
data points randomly. We conducted experiments to answer
the following questions:

1) How does the method of region formation affect the
overall performance? (Section [V-B])

2) What is the exploration order of prediction capabilities?
(Section

3) What is the effect of the different hyper-parameters
(number of clusters and €), using inverse models, and
using different implementations of the components, on

overall performance? (Appendix))

'
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Fig. 5. The final snapshots from sample interactions of (I_pinch),
(n_pinch), and (n_close) regions.

A. Regions formed by LatentIM

We analyzed the regions formed in the latent space and
identified the following segregation: Region 1 includes actions
with half-open gripper and objects with no change in z
position; region 2 includes actions with open gripper and
objects with no change in z position; region 3 includes half-
open gripper and objects with changes in z position; region 4
includes open gripper and objects with changes in z position;
region 5 includes closed. Considering these characteristics,
we named region 1 as non-lifting pinch-grasp (n_pinch),
region 2 as non-lifting power-grasp (n_power), region 3 as
lifting pinch-grasp (I_pinch), region 4 as lifting power-grasp
(I_power) and region 5 as non-lifting (n_close). Note that
these labels are given to help the reader, and the system did
not use any given labels. Sample snapshots from interactions
of (I_pinch), (n_pinch), and (n_close) regions are provided
in Fig. [3}

B. Comparison of Overall Performances

To investigate the effect of the region formation on the
overall performance of the system, we analyzed five different
models, namely LatentIM, ObjectIM, ActionIM, OutcomelM,
and RandomIM. Fig. ffa) shows the average MSE calculated
with Eq.(3) over 40 independent runs:

N
MSE = 2=V 3
i=1"4
1 S % % 2
wi = ni Z( obs — Epred) ) (4)
7 J=1

where 1; stands for the mean squared error made by region i;
N and n; indicate the number of regions and the number of
data points in region i, respectively; E’, = and E;Te 4 Tepresent
the observed and predicted outcomes in region i, respectively.

Note that the initial training of FMs with 128 samples is
not included in the plot. As presented in the figure, LatentIM
gives the lowest error among all five models. Following
LatentIM, OutcomeIM, and ObjectIM perform similarly; the
only difference between those two is that OutcomeIM is better
at the beginning, but ObjectIM shows a more rapid decrease



in the MSE. It seems that among all the methods, OutcomeIM
benefits from the initial set of interactions most, considering
that it groups similar outcomes, i.e., the data distribution
among its regions is more coherent than the others.

Depending on the actions applied, similar objects may give
rise to observe different outcomes, and similar outcomes may
be observed by applying similar actions on different objects.
Therefore, observing that the performance of ObjectIM is close
to OutcomeIM while ActionIM achieves a lower performance
is an interesting result for us. This situation might be linked
with using object-related information from the encoded rep-
resentation, i.e., different actions might be more informative
than the different I.,. to determine the outcome. ObjectIM
and ActionIM are not included in the rest of the paper
for the readability and clarity of the figures. We considered
OutcomelIM as the competitor of our method and RandomIM
as the baseline.

In Fig. @{b), we present the statistical analysis of the
differences between LatentIM, OutcomeIM, and RandomIM
taken from the different exploration steps. We ran an analysis
of variance (ANOVA) to check whether the MSE distributions
of these three approaches are different. Then we carried out
post-hoc ANOVA tests, i.e., Tukey’s HSD and Games-Howell
Test, depending on the equal and non-equal variance cases,
respectively. We found that after ¢ = 50, the performance of
LatentIM and OutcomeIM differs significantly (p < 0.001),
LatentIM giving more accurate predictions.

C. Exploration Order of Skill Prediction

In this subsection, we analyzed the exploration order of
regions and skill prediction that is regulated by the IM module.
The analysis of the exploration order with single runs of
LatentIM, OutcomeIM and RandomIM are presented in Fig. [6}
and the average of 40 runs of LatentIM is presented in Fig.

A positive LP value means that the predictions of the FM
are improving. At each time step, the region with a higher LP
value is most likely (due to the e-greedy region selection) to
be selected for the exploration. Fig. [6fa) shows the learning
progress values throughout the IM based active exploration
phase of LatentIM regions in a single run. The regions of La-
tentIM show a clear ordering. It first explores the lifting grasps
(I_power & l_pinch), then shifts its attention to n_pinch,
n_close, and n_power, respectively. Note that the order of
skills may change across different runs due to the randomness
involved in e-greedy region selection and sampling inside the
regions. Detailed investigation and statistical analysis of the
exploration order formed by LatentIM will be discussed later
in this subsection.

In Fig. [f[b), OutcomeIM gives priority to R2, which corre-
sponds to interactions with the cup object with x,y position
and orientation change. Following this, no clear ordering
over the regions is observed. Similarly, RandomIM does not
produce a distinctive exploration order (Fig. |§Kc)). Note that
through the end of the exploration phase, for all the strategies,
the LP values reach zero because of the strong FM predictors
that can nevertheless learn their regions from the data points.

Fig.[7]shows the mean change in the learning progress of the
regions for LatentIM from 40 independent runs. The lines and

(a) LatentIM LP Changes

0.04 A

0.02

LP

0.00 A

(b) OutcomelM LP Changes

0.04 A
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0.02 ~

0.00 A

(c) RandomIM LP Changes

0.02 ~
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0.00 A

0 50 150 200 250 300 350 400

Exploration Steps

100

Fig. 6. Changes in learning progress of 5 regions during the IM-based active
exploration phase of a single run. The plot shows learning progress values
for (a) LatentIM, (b) OutcomeIM, and (c) RandomIM. Note that the learning
progress signal is smoothed by a window (o = 16) to make it easier to
view. For LatentIM in (a), R1, R2, R3, R4 and R5 correspond n_pinch,
n_power, [_pinch, |_power, and n_close, respectively. For OutcomeIM
and RandomIM, no clear correspondence can be observed.

shades correspond to the mean and standard deviations of the
learning progress at the corresponding time steps. As shown in
Fig. [/l we observe a consistent ordering as [_pinch, I_power,
n_pinch, n_close, and n_power on average. This ordering
is reasonable because, when grasped, the orientation change
is ~ 0. However, when pushed, the object may turn around
or tumble. Thus, when the robot lifts the object, the effect is
more predictable than the rest; hence the corresponding region
was easier to learn.

LatentIM Learning Progress

A B —— n_close
) i A 2N / i i
“3 0.03 C |_pinch
5 YD —— n_power
o .
£ 0.02 v —— n_pinch
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Fig. 7. Change of mean learning progress of 5 regions during the IM-based
active exploration phase. The plot is smoothed by a time window (v = 16).
The plot shows the mean learning progress values of the LatentIM collected
from 40 experiments. The shaded areas show the standard deviation. Please
refer to the text for the statistical analysis of the learning progress values at
points A, B, C, and D.



To evaluate the significance of the ordering presented in
Fig. |7} A Kruskal-Wallis test was performed on the learning
progress of the five different regions. The differences between
the learning progress distributions of the regions taken from
the interval ¢ = [0, 139] are significant with H(4), p < 0.01.
Following that, we also performed the Mann-Whitney U test
to determine the significance of the learning progress values
for the pairs of regions. In Fig. [/} first I_pinch has the
maximum learning progress value. Taken from that interval
at Point A the LP of [_pinch is significantly greater than of
l_power, p < 0.05, and the LP of [_power is significantly
greater than the rest with p < 0.001. At the same time-
step, n_pinch is not significantly different from n_close,
while the LP of n_close being significantly greater than of
n_power, p < 0.01. Following the plot, we see the dominance
of [_power over I_pinch. Taken from that time window,
at Point B, LP of [_power is significantly greater than of
l_pinch, p < 0.05. While the LP of [_pinch is significantly
greater than of n_close and n_pinch with p < 0.001, the
difference between n_close and n_pinch is not significant,
both being greater than n_power with p < 0.01. After the
decrease of I_pinch and [_power, a significant increase in
n_pinch is visible in Fig. [/| Being within that time window,
at Point C, the LP of n_pinch is significantly greater than
of n_close, p < 0.05. At the same time, LP of [_pinch
is significantly less than of n_close with p < 0.05 it is
significantly greater than of n_power, p < 0.001. And finally,
there is a short primacy of n_close over the rest, Point D, the
LP of n_close is significantly greater than n_pinch, p < 0.05.

VI. DISCUSSION AND CONCLUSION

Our experiment results show that the system can produce
a sensorimotor learning curriculum that resembles some fea-
tures of infants’ sensorimotor development. This capability is
attributable to the main ingredients of our work: (1) the latent
space formed from object-action-outcome and (2) learning
progress prioritization of local learning within the latent space.
Besides exhibiting developmentally plausible learning, the pro-
posed system facilitates the development of better prediction
ability by smartly distributing the exploration among the local
learning modules defined over the blended latent space.

Exploration order of prediction skills. The proposed system
developed prediction ability in a staged manner for basic
grasp actions before the prediction skill for purposeful push
actions. This was an emergent feature realized through the
coupling of learning progress based intrinsic motivation with
the object-action-outcome blended space and resembles the
order of emergence between grasp and push actions in infants.
However, the order within the grasp action types was not the
same as infant development. Since the precision pinch grasp
requires finer control and precise movements in infants, it
emerges later compared to the power grasp [2], [27]]. Thus
its related prediction ability should develop later as well.
However, in our simulations, this order was reversed. The
reason for this is easy to see, as in our simulations, the
execution of the precision and power grasps has no differential
difficulty due to the action parameterization used. Moreover,

the robotic gripper used does not favor a power grasp, unlike a
human hand that naturally conforms to the shape of the object
once a basic hand enclosure is initiated [73]]. On the contrary,
the robotic gripper is more suitable for a precision pinch
by design. Thus, in our experiments, the learning progress
for pinch grasp turned out to be higher than that of power
grasp, prioritizing the development of the prediction ability
for precision pinch grasp. Yet, overall, the observed step-by-
step improvement of skills in our experiments can be seen akin
to the staged development observed during infancy [27]].

Functional region emergence. Another important feature the
proposed system developed is that the regions formed over
the blended space corresponded to well-defined semantically
meaningful action-outcome primitives. In particular, by ana-
lyzing the discovered regions, we could identify push, grasp,
and near-grasp actions. It could be questioned why clear
object-based regions were not formed. The answer lies in
the compact blended representation that finds the categorical
actions (qualitatively different outcome yielding motor param-
eters) as a better descriptor for the triplets (action, object,
outcome). This is comparable to the sensorimotor brain or-
ganization of primates for action, where the dorsal where/how
pathway represents the objects in terms of features related to
manipulation affordances, but not object identification [74],
[75]].

Superiority of the LatentIM over the other variants. Initially,
it was not clear whether using a latent space to define the local
models and exploring this latent space with IM would yield
better predictors. Yet, our experiments with forward model
learning showed that the latent space based IM significantly
outperformed other IM approaches that use spaces only of the
object, action, or outcome in terms of the learning speed and
prediction accuracy. Moreover, our experiments with inverse
model learning (see also supported the superiority
of LatentIM over the other variants. Particularly, we have
found that LatentIM and ActionIM outperformed the other
three approaches, while LatentIM showed a lower prediction
error than ActionIM. Furthermore, the emergence of regions
and exploration order that we discussed above has only been
observed clearly with the latent space based IM.

Implementation of the components. We believe that the gen-
eral framework proposed well addresses the use of a diverse
set of features observed during interactions in guiding IM ex-
ploration, whereas the particular implementation details might
vary. For example, Variational Autoencoder (VAE), Gaussian
Mixture Model (GMM), and Feed-Forward Neural Networks
(FFNN) were used for latent space formation, the formation of
exploration regions, and the effect prediction, respectively. Re-
garding these particular methods, we conducted experiments
that used alternative methods with different capabilities (see
[Appendix). Our analysis showed that dimensionality reduction,
only with linear transformation (e.g., PCA) or clustering with-
out variance information (e.g., K-Means) did not change the
prediction performance significantly. Furthermore, the regions
of LatentIM formed with such methods appeared to be similar
to those presented in Section However, we found that
using an FFNN with a linear activation function degraded the
prediction performance for all approaches.



Limitations. Finally, we would like to identify a number
of limitations and possible future directions. First of all, the
agents would encounter different situations and experience
different interactions in a life-long learning scenario; there-
fore, mechanisms that allow assimilation and accommodation
[76] of regions should be investigated. Regions found in
our study reflect object-action or action-outcome synergies;
however, regions corresponding to individual objects, actions,
or outcomes might also emerge in increasingly more complex
environments. As stated in Section [[V] our experiment setup
is a simplified version of infants’ play environments, e.g., the
variety of the objects, actions, and outcomes are limited, and
the robot fixates only one object at each interaction. In order
to handle multiple objects, attention mechanisms would be
required. In future work, along with an attention mechanism,
the scalability of our method to more complex environments
will be tested. In addition, an experimental design that uses
depth images for the outcome features is an exciting direction
for our future research, especially in real-world scenarios with
occlusions. As in [59]], [77], using the vision system for
outcome features in a setup that includes distractor objects
would be a worthwhile challenge for the intrinsic motivation
studies. We would like to study this issue in future work with a
real-world application. Another point is that we used VAE for
only latent space formation; however, the computational effort
used in forming the latent space could have been exploited
for also FM formation. In the current implementation, to ease
the analysis, we decoupled latent space formation and FM
learning by having separate mechanisms. As a future study, it
would be interesting to explore the developmental progression
of the system when a single neural architecture is used for
both latent space formation and FM learning.
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APPENDIX

In this section, we provide additional experiment results
to examine the effect of the hyperparameters (e, and the
number of clusters), using an inverse model for the IM-based
active exploration and using different implementations of the
subsystems on the prediction performance.

TABLE I
MEAN MSE VALUES FOR LATENTIM, OUTCOMEIM AND RANDOMIM
WITH DIFFERENT € VALUES.

F-Score w(LatentIM) | p(OutcomeIM) | p(RandomIM)
e=0.0 | 1680.05 || 0.007121 0.009238 0.011895
e=0.5 | 3635.97 || 0.006753 0.009065 0.011748
e=0.7 | 3873.38 || 0.006724 0.009093 0.011675
e=1.0 | 4291.49 || 0.006819 0.008934 0.011766

Effect of ¢ Parameter

As explained in [[II-D} the e parameter controls the ratio of
exploration steps with random exploration to the ones with
active exploration. We conducted N = 30 experiments for
each € value and verified our results with One-Way ANOVA
F(2,87) tests followed by Tukey’s HSD post-hoc on pairs
(LatentIM vs. OutcomelM, LatentIM vs. RandomIM, and
OutcomeIM vs. RandomIM). The test yields that each pair
is different with p < 0.001.

In Table [ we present the prediction errors of LatentIM,
OutcomelM, and RandomIM with different values of the ¢
parameter. For all the € values, we observe that the LatentIM
gives the lowest error among the other two. We also observe
that except for € = 0, the performance of LatentIM does not
change significantly.

In Fig. [8] we present the single run learning progress
changes of LatentIM with different e conditions. Increasing
values of € prevents seeing an ordering between different skills
and does not provide a benefit for the predictor performance.

Effect of Number of Clusters

In Table [, we present the performance comparisons of La-
tentIM, OutcomelM, and RandomIM with different numbers
of clusters. For this experiment, we used the hyper-parameters
given in Section [[V] except for the number of clusters, which
was the independent variable. The results show the mean
and standard deviations of the methods’” MSE calculated by
conducting 30 independent experiments each. To check the
statistical significance of our findings, we used the One-Way
ANOVA test, followed by Tukey’s HSD post-hoc analysis. We
observe that with 5,6, and 7 clusters, LatentIM gives a lower
prediction error that is statistically significant with p < 0.001.
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Fig. 8. Learning progress plots of the regions of LatentIM with different €
parameters. The plots are smoothed with time windows (o = 16).

Inverse Model Learning

We also examined the performance of our method in inverse
model learning where an inverse model ([Ion., E] — A) was
used instead of a forward model ([/epne, A] — E). In order to
analyze the performance of our intrinsic motivation strategies,
we used the prediction error of the inverse model to measure
the learning progress for the IM-based active exploration.

Fig. O] shows the average weighted MSE of the 30 re-
peated runs for each model. We see that the performances
of LatentIM and ActionIM are significantly better than the
other three methods, where LatentIM (x = 0.014418) and
ActionIM (p = 0.015498) are almost tied with each other. The
performances of OutcomeIM and ObjectIM are worse because
the regions that they form do not differentiate the end-effector
configurations (open, half-open, and close). In contrast, the
regions of LatentIM and ActionIM are discriminated by the
end-effector configurations, i.e., each region consisting of only
one end-effector configuration. The differentiation based on
end-effector configurations is crucial for the inverse model
performance; for example, using the close end-effector con-
figuration for lifting the object can not produce the desired
outcome. In conclusion, LatentIM performed better than the
other variants on both forward and inverse model learning.
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Fig. 9. Comparison of the inverse models’ prediction performances of

LatentIM, OutcomeIM, ObjectIM, ActionIM, and RandomIM. The plot shows
the change in the average MSE during exploration from 30 independent runs.
The shaded areas show the standard deviation.



TABLE I

MEAN MSE VALUES FOR LATENTIM, EFFECTIM AND RANDOMIM WITH DIFFERENT NUMBER OF CLUSTERS.

# of

LatentIM

OutcomeIM

RandomIM

Clusters m > m > m > w(L) —p(E) | (L) —p(R) | p(E) —p(R)
2 0.009876 | 0.000293 | 0.009090 | 0.000232 | 0.010308 | 0.000302 | 0.00079"** | —0.00043*** | —0.00122"**
3 0.009714 | 0.000354 | 0.008502 | 0.000231 | 0.011000 | 0.000210 | 0.00121°** | —0.00129"** | —0.00250"**
7 0.008451 | 0.000352 | 0.008391 | 0.000203 | 0.011424 | 0.000258 | 0.00006™ | —0.00297°** | —0.00303"**
5 0.006836 | 0.000194 | 0.009195 | 0.000255 | 0.011787 | 0.000199 | —0.00236*** | —0.00495"** | —0.00259"**
6 0.008892 | 0.000260 | 0.010928 | 0.000264 | 0.012116 | 0.000186 | —0.00204*** | —0.00322°** | —0.00119°**
7 0.007666 | 0.000291 | 0.010956 | 0.000231 | 0.012588 | 0.000186 | —0.00320%** | —0.00492°** | —0.00163"**

Different Implementations of the Components

To evaluate the effectiveness of the model components,
we analyzed prediction errors and LatentIM regions with
different implementations of the components than those used
in the proposed method. We conducted controlled experiments
where the model components were replaced with alternative
ones that have different capabilities. Table presents the
prediction errors of each approach with the given combination
of implementations. The first row shows the prediction errors
(40 experiments) of the proposed method presented in the
main text. The underlined components in the following rows
indicate the replacements. Each experiment consisted of 10
independent runs.

For the PCA case (Table 274 row), we used three
principal components to reduce the dimensionality of the
concatenation of the object, action, and outcome vector. For
the Autoencoder (37¢ row), again, we used a three dimensional
latent space. The encoder had an 18 dimensional input layer
followed by dense layers with 32, 16, 8, 4 hidden units and
a tanh activation function. The decoder of the AE was sym-

TABLE III
MSE AND STANDARD DEVIATION VALUES FOR LATENTIM,OUTCOMEIM,
RANDOMIM, OBJECTIM, ACTIONIM WITH DIFFERENT
IMPLEMENTATIONS OF THE COMPONENTS.

RDe:irlr;c Clustering Ff/[r:éirld Approach MSE STD
LatentIM 0.0068 | 0.000237
NN OutcomeIM | 0.0091 | 0.000234
VAE GMM ReLU RandomIM 0.0118 | 0.000222
512 Units | ObjectIM 0.0089 | 0.000230
ActionIM 0.0107 | 0.000248
LatentIM 0.0083 | 0.000321
NN OutcomeIM | 0.0091 | 0.000197
PCA GMM ReLU RandomIM 0.0117 | 0.000125
512 Units | ObjectiIM 0.0090 | 0.000245
ActionIM 0.0108 | 0.000201
LatentIM 0.0078 | 0.000212
NN OutcomeIM | 0.0090 | 0.000249
AE GMM ReLU RandomIM 0.0119 | 0.000184
512 Units | ObjectIM 0.0089 | 0.000272
ActionIM 0.0108 | 0.000151
LatentIM 0.0284 | 0.000225
NN OutcomeIM | 0.0213 | 0.000114
VAE GMM Linear RandomIM 0.0232 | 0.000245
512 Units | ObjectIM 0.0298 | 0.000178
ActionIM 0.0259 | 0.000201
LatentIM 0.0066 | 0.000213
NN OutcomeIM | 0.0094 | 0.000262
VAE K-Means ReLLU RandomIM 0.0119 | 0.000382
512 Units | ObjectIM 0.0084 | 0.000326
ActionIM 0.0106 | 0.000235

metric to the encoder. It was observed that with Autoencoder
and PCA methods, the regions of LatentIM were similar to
the regions presented in the main text. Thus, the prediction
performance did not change significantly.

For the forward models, we used linear activation function
(Table 4th row) instead of ReLU. We observed that using
linear activation made the MSE values for all the approaches
higher, i.e., prediction performances of all the approaches
became more inadequate compared to the ReLLU case. Thus,
we conclude that, with our experiment setup, the forward
models need to approximate non-linear relationships.

As a clustering method, K-Means (Table 5t row) was
used instead of GMM. Following the proposed method, we set
the number of clusters as five. The regions of LatentIM, as well
as the prediction errors, were quite similar to the GMM case.
Furthermore, we also analyzed the regions of other approaches
and found only slight changes in the percentages of the object
types in each region. Thus, their performances also did not
change significantly.
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